Abstract

This study, of the similarities between the perception of architectural space experienced in physical space conditions and in Virtual Reality, intents to clarify to what extend subjective and objective attributes of architectural space can be conveyed through a direct use of Building Information Models in Virtual Reality. 60 test persons experienced a specific test space as either a physical or a virtual environment, while data from their experiences was collected through a quantitative/qualitative questionnaire. The overall conclusion, from this phase of the study, is that even a simple BIM model through HMD VR can convey rather precise information about both subjective and objective experiences of architectural space, ambience and atmosphere. Next phase of the study will include eye-tracking data from the two scenarios.
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1. Introduction

This extended abstract introduces a study of the similarities between the perception of architectural space experienced in “normal” physical space conditions (A) and experienced using Virtual Reality (VR) Head Mounted Display (HMD) technology (B). The examination intents to clarify to what extend subjective and objective attributes of architectural space can be conveyed through a direct use of VR Building Information Modeling (BIM) models. A self-chosen constraint in the experiment dictates that the VR model loads directly from the modelling software to the viewer software without need of conversion through other software. The importance of this, relates to the limitations of time and money in the early architectural design phase, that for the present simply makes the creation of a photorealistic VR environment, as seen e.g. in the gaming industry, unfeasible. The next step in the study will be to include recorded eye tracking data, analyze it, and map it to these results.

2. Literature Review

Leyrer et al. [1] concludes that when designing and creating virtual environments in which the perception of spatial layout is important, eye height as well as a self-representing avatar should be taken into account to produce the desired perception. While good studies on distance measurement in VR exist [2], the study of architectural space or its ambience in VR have not to our knowledge been carried out before, in similar tests. Mikael Johansson et al. [3] have analyzed existing viewers and developed a prototype VR BIM viewer that we have been able to use in our experiment’s virtual scenario.

3. Research Methods

The experiment was set up using an auditorium at the Royal Danish School of Architecture as the physical location (A) and a BIM model of the same auditorium as the virtual location (B). In the situation A, we define the “normal condition” as a situation where a test person is experiencing a specified existing physical architectural space.
In the situation B, the same architectural space, is presented to the test person through the HMD VR technology Oculus Rift, using a 3D digital architectural building information model. We use a quantitative/qualitative interview matrix to assess to what extend the perception of space through VR technology holds similarities to the experience under normal, or close to normal, circumstances. In each scenario were used the same two specific locations (using the test person’s correct eye-height in the viewer). Here the test persons were asked questions about their perception of the space they were in. First they were asked to describe their experience of the atmosphere of the room with three words, and the experience of the height of the room with one word. Afterwards they were asked 17 questions answerable on a scale from 1-7, and three questions about estimation of depth, width, and height of the room. These questions addressed four different areas of architectural perception: The space itself, lighting, sensation & estimation, and materials. The matrix questionnaire is inspired by C. Melhuish’s definition of corpotheretics [4] and S. Zeki’s work on micro-/macro-consciousness [5]. The results from the two scenarios provided the dataset for comparing the physical and the virtual experience of the room. We used 60 students for the test: 30 for each scenario.

4. Discussion and Conclusion
The result of the study shows high similarity between the two scenarios with a difference of less than 1% in 11 of the 20 questions, 1-2% in 4 of the questions, 2-3% in 2 of the questions. Only three questions had a difference higher than 3%; respectively 3.4%, 4.1%, and 5.2%. The latter, highest difference, relates to a question about perception of the quality of the materials in the room. This was expected, since this particular quality is presumed difficult to provide through VR vision only. The results related to both lighting and feeling well and safe in the room hold, more surprisingly, a difference below 1%, even though the virtual model did not provide accurate light or any shadows. The results from the open questions about the experience of the atmosphere in the room are surprisingly close when compared. Thus, the top three of freely chosen words describing the atmosphere in the two scenarios, out of 90 words describing each scenario, were respectively: Bright (67%), Quiet (33%), Open (27%) in the physical and Bright (50%), Open (30%), Empty (17%) in the virtual. The term ‘quiet’ makes sense in the physical environment, while the VR did not include any audial stimuli. The overall conclusion, from this phase of the study, is that even a simple BIM model through HMD VR can convey rather precise information about both subjective and objective experiences of architectural space, ambience and atmosphere.
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